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DNA microarray datasets suffer scaling and uncertainty prob-
lems. This paper develops a model that manages DNA microar-
ray datasets challenges more precisely by using the advantages
of Wavelet decomposition and fuzzy numbers. For this aim,
the proposed method is utilized to classify linguistic DNA mi-
croarray datasets set, where datasets can be given as linguis-
tic genes. Linguistic genes are represented by using triangular
fuzzy numbers provided as LR (left-right) fuzzy numbers. Then
the WABL method is applied as the defuzzification method.
Also, a set of orthogonal wavelet detail coefficients based on
wavelet decomposition at different levels is extracted to specify
the localized genes of DNA microarray datasets. Three DNA
microarray datasets are used to evaluate this method. The exper-
iments are shown that the proposed model has better diagnostic
accuracy than other methods.
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1. Introduction

Classification of the DNA microarray datasets plays an important role in early detection of
cancer, treatment, prevention, and drug development[16]. A major challenge with DNA microar-
ray datasets analysis is the huge amount of data that are often related to high-dimensional data.
This is due to d >n (where d is the number of genes and n is the number of samples)[1]. The high
dimensional nature of DNA microarray datasets with a small number of samples presents a well-
known phenomenon named the curse of dimensionality[12]. As the dimensionality increase, the
computational cost increases too[11]. Usually, this growth is exponential. On the other side, ob-
servations and estimations are usually imprecise or uncertain when the number of genes increasing
[3].

For overcoming these problems, it is necessary to find a way to reduce the number of genes
and uncertainty. This work aims to handle the curse of dimensionality and uncertainty /imprecise
by gene reduction technique and fuzzy logic concept respectively. Some methods manage these
two issues coming in A and B with details. For overcoming these problems, it is necessary to
find a way to reduce the number of genes and uncertainty. This work aims to handle the curse of
dimensionality and uncertainty /imprecise by gene reduction technique and fuzzy logic concept
respectively. Some methods manage these two issues coming in A and B with details.

A. handling the curse of dimensionality Concern with DNA microarray datasets is that how to
earn valuable information. Figure 1 shows a scheme of handling high-dimensional DNA
microarray datasets.
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Figure 1: a scheme of handling high-dimensional DNA microarray datasets

There are two general methods for gene reduction: gene selection and gene extraction. There are
two general methods for gene reduction: gene selection and gene extraction.
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Gene selection is a process that selects only the most important and relevant genes of an object.
Redundant or irrelevant genes are discarded before they have a chance to reduce the performance
of the classification system. The gene selection methods based on heuristic search algorithms,
ensemble, filter, and wrapper are in this category[1, 14].

Gene extraction methods transform the original genes set from a higher dimensional space
to a lower one. The genes are not selected at all but the given gene space is projected to a new
gene space. The effort to reduce the redundant information from the DNA microarray datasets and
improve the performance of the learning [14].

Here are some popular methods used to reduce genes. Principal component analysis (PCA)
is the most well-known of them. It finds principal components (PCs) in the DNA microarray
datasets from the covariance matrix. PCs are uncorrelated eigenvectors which representing some
proportion of variance in the DNA microarray datasets. The research shows when PCA and its
variations compute the principal components (PCs) of a dataset there is no guarantee that the PCs
will be related to the class variable [9] .

Independent Components Analysis (ICA) can find the correlation between the DNA microar-
ray datasets and de correlates the DNA microarray datasets by maximizing or minimizing the
contrast information. This is called whitening. The whitened matrix is then rotated to minimize
the Gaussianity of the projection and in effect retrieve statistically independent data[9].

Wavelet decomposition is a transformation method that shows a trend (approximation coeffi-
cients) and discontinuities (detail coefficients). Classification can be done using a Wavelet basis
based on compactness and finite energy characteristic of the Wavelet function. PCAs and ICAs
based methods do not detect localized genes. Also, their gene transform schemes depend on a
training dataset of DNA microarray datasets. When the training dataset change, the basis vec-
tor change too. In other words, a new basis vector must construct a new training dataset. PCA
and ICA have a large computation basis for DNA microarray datasets. Wavelet transform can
be effective to extract a set of Wavelet bases that aims to detect the localized genes contained in
DNA microarray datasets. Also, operations such as adding, deleting, and changing on the training
dataset do not affect the computation of other sample vectors.[17].

B. Handling uncertainty/imprecise DNA microarray datasets suffer scaling problems, which
are owing to a large number of gene measurements. When the number of genes increases,
observations and estimations are ordinarily incomplete or uncertain that is coming from
missing values or wrongly measured genes [3, 9] . In these conditions modeling and handle
the imprecise information, Fuzzy logic can reach more informative results for the classifica-
tion and decision-making.

A scope of fuzzy logic is Interval analysis. Itis a field proposed by R. E. Moore [10] which suppose
that, in the real world, measurements and estimations are ordinarily incomplete or ambiguous and,
consequently, they do not represent the datasets accurately. According to this field, if accuracy
is required, datasets be measured as intervals enclosing the actual quantities. Interval analysis
presents techniques to control errors in numeric calculations dealing with intervals [3].

Given the challenges of A and B in DNA microarray datasets, a method introduced in this paper
use the advantage of the uncertainty and Wavelet decomposition to extract a subset of genes by a
more accurate and low cardinality. The rest of this paper is organized as follows: preliminaries
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of the proposed method are given in Section 2, the proposed method is explained in Section 3,
implementation and the results are provided in Section 4, and finally, conclusions are given in
Section 5.

2. Preliminaries

In this section, the preliminaries of the proposed method are stated. These preliminary involve
Linguistic variables, Weighted Averaging Based on Levels (WABL), Wavelet decomposition, and
support vector machines as a classifier.

2.1. Linguistic variables

A linguistic variable is defined by a quintuple (x, T(x), U, G, M): [8, 13] X is the name of
the variable. U call variables universe of discourse that shows the range of possible values of
a linguistic variable. T(x) is the term set (linguistic values) of x with each value being a fuzzy
variable (approximate values) defined on U. G is a set of syntactic rules that generate T from a
set of primitive terms. M is a semantic rule, which assigns to each linguistic term its meaningan
appropriate fuzzy number defined on the range of the base variable (which is a fuzzy subset on the
universe of discourse U).

Linguistic variables use fuzzy variables as their values. A fuzzy variable is characterized by a
triple (X, U, R(X)) in which: X is the name of the variable, U is a universe of discourse, and R(X)
is a fuzzy subset of U.

definitionl: A fuzzy number with membership function is in the form

(£9)5  x € [a,b)
palx) =4 (25 xeb,o) Q2.1)
0 o.W

Where s is a parameter and greater than zero. It will be named as a parametric triangular
fuzzy number A=(s; a,b, c). Figure 2 shows different forms of parametric triangular fuzzy
numbers based on the different range of s.

Figure 2: different forms of parametric triangular fuzzy numbers based on the different range of s[13]
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In this paper, following representation of a fuzzy number is used

A= U (a, A”) (2.2)

a€l0,1]

WhereA = [Lj(a), R4()] and functionsL : [0,1] —» E = (—oo,00)and R : [0,1] — E deter-
mine the left and right sides of the fuzzy number (the LR representation of the fuzzy number)
respectively [13].

2.2. Weighted Averaging Based on Levels (WABL)

WABL is a defuzzification method that is based on level sets (level-based methods) of the
fuzzy numbers [6, 5]. It utilizes aggregation of the values of averaged representatives of all level
sets. Let A be a fuzzy number shown by the LR representation. The average representative of this
fuzzy number is determined by the following equation:

1
WABL(A) = f (crLa(@) + crRy(@))p(@)da 2.3)
0

Where ¢; > 0,cg >,c. + cg = 1. Here, the coefficients c; and cg reflect the degree of importance of
the left and right sides, respectively, and function p is the distribution function of the importance
of the level sets that can be:

pla) = (k+ D" (2.4)

According to what is mentioned, the WABL equation is :

k+1 k+1
WABL(A) = CR(C - m(c - b)) + CL(C - m(b - a)) (25)

2.3. Discrete Wavelet Transform (DWT )

Grossmann and Morlet [2] proposed the Wavelet transform method. It analyzes a signal by
transforming its input time domain into a time-frequency domain [15].

DWT"(u,2) = L\/_ f x(t)t//*(t;—ju)dt 2.6)

D

Where the discrete Wavelet transformed signal (DWTf(u, 27)) is a function of the signal itself
(x(7)), mother Wavelet(y), the scale parameter (j), and translation parameter (u); t stands for time.
Discrete Wavelet transform (DWT) can represent a gene expression vector as a sum of Wavelets
at different time shifts and scales. The DWT of a pattern is calculated by passing it through a
series of filters. At each step, the pattern is decomposed to approximations (A) and details (D).
Approximations show the general trend of the signal, i.e., low frequencies, and details focus on its
detailed events, i.e., high frequencies. At each levelj+ 1 the approximation part from the previous
level (A)) is used for decomposition. This signal is convoluted to a low pass (g,) and a high pass
filter (h,) to yield the new approximation (A;;;) and detail (D). Figure 3 shows the Wavelet
decomposition tree at three levels. The process of decomposition continue until desirable level
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Figure 3: Wavelet decomposition tree, Variables s , A1A3 and D1D3 show original microarray data, approximation
coefficients at three levels, respectively

reach. Convolution is denoted by:

A = Ay x gy = > Asmg(n - 20) @7
k=—o00

Api() = Ay x ) = > Afmh(n - 24) 2.8)
k=—c0

At the end, according to Eq 2.7 and 2.8 one can reconstruct the original dataset by aggregation
of detail decomposed parts (D;) and the last level approximation decomposed part (A,,)[15].

signal(x;) = A, + Z D; 2.9)

i=1

In the proposed method, one-dimensional Wavelet analysis apply on each pattern vector to obtain
the detailed coeflicients. These coefficients help to separate the classes.

2.4. Support Vector Machines(SVM)

SVM is a classifier that developed in the computer science community in the 1990s. Given a
set of points[(xy, y1), (X2, ¥2), .(X,,, y»)] as input vector ofi’h pattern and y; = {—1, 1}is corresponding
output. The SVM try to find a maximal margin hyper planex : f(x) = x’8 + By = 0 which is the
optimal separating hyper plane that is farthest from the training observations of both classes, for
the distance of an observation from the hyper plane can be seen as a measure of our confidence
that the observation was correctly classified. A classification rule induced from f (x) is: G(x) =
sign[x’ 8 + fBy]. Points on the border of the margin are called support vectors [7].
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2.5. K- Nearest Neighbors(kNN)

KNN is a classifier that use distance metrics to predict classes of samples that still are not
seen. It computes the distance between new sample and every object in the training set, and then
K closest training object to new sample is selected. The predicated class, for new sample, is
specified by majority voting on K-nearest neighbors [18].

2.6. Decision Tree(DT)

Tree Classifier works in three steps: 1. Choose the finest feature to partition the records. 2.
Select the attribute as a decision node and divide the dataset into subsets of smaller size. 3. Begin
tree building process recursively for every child till at least one of the following conditions match:
All the tuples belong to the same attribute value, There are no more remaining attributes and There
are no more instances[19].

3. Proposed method

This paper proposed the LR-Wavelet-SVM, LR-Wavelet-KNN and LR-Wavelet-DT methods
for the classification of linguistic DNA microarray datasets, where they can be given as linguistic
genes. Linguistic genes are defined by using triangular fuzzy numbers given as LR fuzzy numbers.
Each gene applied in DNA microarray datasets formed the following phases:

Phase 1: Each gene’s value is the center (c).

Phase 2: Each center value is multiplied with a random number generated between 0 and 0.20(R).
Phase 3: left value is computed with the subtraction of R with c.

Phase 4: the right value is computed with the summation of R with c.

So we have a fuzzy number for each measured gene. Then weighted averaging based on lev-
els (WABL) method is applied as the defuzzification method for each gene in DNA microarray
datasets. These operations help to control the imperious and uncertainty coming from the mea-
surement. For controlling the domain values of each gene, they are normal in the range of 0 and 1
by Eq 3.1

x — min(x)

3.D

~ max(x) — min(x)
In the next step, important genes extract from DNA microarray datasets. Due to the DNA microar-
ray datasets are high dimensional, many of the measured genes do not have fundamental changes
during the experiment. To make it simple to discover the considerable genes, the genes filter with
less than 30% profile variance was put aside. Also to improve the classification performance of
DNA microarray datasets, a One-dimensional Wavelet decomposition transform was performed
on each pattern from filtered DNA microarray datasets sets. Detail coefficients use to disclose the
difference between classes in datasets. For this purpose, Daubechies basis 7 (db7) which has 7
non-zero coefficients of orthogonal wavelet basis is applied. Thus, the decomposition was done
up to 4 levels. After wavelet genes extract, SVM use to classify the DNA microarray datasets.
Figure 4 shows the process of classification by the proposed method that is based on linguistic
DNA microarray datasets.
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Figure 4: process of classification by LR-wavelet-SVM/KNN/DT

4. Implementation and result evaluation

The proposed algorithms were performed in MATLAB 2015b (intel i7, 1.80 GHz, 16 Gb
RAM). These methods applied on three biological datastes namely, Colon, Lung and Leukemia
have been selected from ASU dataset repository. The specifications of all datasets are given in
Table 1. In this experimental study, three methods are used. First, the SVM, KNN and DT with-

Dataset | sample | genes | number of classes
Colon 62 2000 2
Lung 203 3312 5
Leukemia 72 7070 2

Table 1: data sets

out gene reduction on numerical datasets are used. Second, the Wavelet-SVM, Wavelet-KNN and
Wavelet-DT algorithms based on numerical data sets are applied. Third is the LR-Wavelet-SVM,
LR-Wavelet-KNN, LR-Wavelet-DT algorithms based on linguistic datasets. In all cases, the value
of parameter K=3(K is the number of nearest neighbors). This paper aims to show that fuzzy
numbers and wavelet gene extraction make a significant results. The results shows composition
of fuzzy numbers and wavelet decomposition can be effective. Proposed methods use the WABL
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method that has some parameters. Table 2 shows the setup of these parameters. Parameters are set
by trial and error.

parameteres | s | k| cL | cg
value 0]1105]0.5

Table 2: setting up

Fivefold cross-validation and classification accuracy are used to evaluate the performance of
the proposed methods. Let TP; TN; FP, and FN be the number of true positive (cancer), true
negative (control), false positive, and false-negative samples. This criterion defines as follow:

TP+TN
A - 4.1
Uy = TPy TN+ FP+ FN @D

For better comparison, experiments run 10 times. Table 3 shows comparison average classification
accuracy between LR-Wavelet-SVM and SVM without gene reduction and Wavelet-SVM. There
is average KNN classification accuracy in Table 4 based on LR-Wavelet-KNN and KNN without
gene reduction and Wavelet-KNN. Also the results based on DT classifier are in Table 5.

dataset # genes | SVM | Level | #extractedgenes | Wavelet-SVM | LR-Wavelet-SVM
1 706 77.44 79.92
2 359 77.56 81.64
Colon 2000 75.51 3 136 77 44 7797
4 99 76.03 78.30
1 1165 74.37 74.48
2 589 74.37 74.30
Lung B2\ 7437 5 301 7338 7433
4 175 73.40 73.99
1 2477 97.33 97.79
. 2 1245 97.33 96.74
Leukemia | 7070 84.29 3 629 9457 9434
4 321 91.62 92.80

Table 3: average SVM classification accuracy result
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dataset # genes | KNN | Level | #extractedgenes | Wavelet-KNN | LR-Wavelet-KNN
1 706 72.44 75.13
2 359 71.03 77.83
Colon 2000 69.62 3 186 5340 7333
4 99 75.64 70.97
1 1165 75.37 75.56
2 589 74.90 75.51
Lung | 33121 7487 535 7440 75.02
4 175 7391 74.88
1 2477 76.10 78.55
. 2 1245 72.00 80.19
Leukemia | 7070 76.38 3 59 7895 7846
4 321 77.62 79.91

Table 4: average KNN classification accuracy result

dataset # genes | DT Level | #extractedgenes | Wavelet-DT | LR-Wavelet-DT
1 706 59.74 66.99
2 359 74.36 76.41
Colon 2000 73.85 3 186 §7.95 GRE
4 99 59.87 63.56
1 1165 67.00 71.25
2 589 68.01 69.51
Lung 3312 68.51 3 301 a1 69.98
4 175 65.54 68.42
1 2477 75.05 73.90
. 2 1245 68.10 77.10
Leukemia | 7070 93.14 3 620 6933 6716
4 321 72.38 65.95

Table 5: average DT classification accuracy result

Table 3, 4 and 5 shows that the proposed algorithm has better results in terms of average
classification accuracy for DNA microarray datasets. It can be seen that fuzzy numbers help to
control imprecisely and wavelet gene extraction by extracting orthogonal basis help to manage
scaling problem in DNA microarray datasets.So results show that composition of Linguistic vari-
ables and wavelet decomposition improve the classification accuracy effectively. Wavelet-SVM
and LR-Wavelet-SVM have better accuracy than SVM at each level For colon and leukemia. In
lung dataset, LR-Wavelet-SVM is the best. Also, Wavelet-SVM gets a result equal to SVM but
in lower genes. In relation to the KNN classifier, the proposed algorithm was effective. Although
the accuracy rate obtained for the DT with all genes in leukemia dataset is the best, nevertheless
fuzzy numbers have helped to increase the accuracy rate obtained in the dimension reduction with
wavelet. So the accuracy rate obtained with the DT classifier in the proposed algorithm is better
than the wavelet-DT. In general, LR-wavelet-SVM classification has achieved better results than
LR-wavelet-KNN and LR-wavelet-DT. In LR-Wavelet-SVM, on average, Lung and Leukemia
have 74.48% and 97.79% accuracy in level one with 1165 and 2477 genes respectively. For the
colon dataset this result is coming in level 2 with 81.67% accuracy and 359 genes. Table 6
has been created to compare average SVM classification accuracy with previous works.In SVM
classifier, this comparison shows that in addition to managing dimension reduction, controlling
uncertainty can improve outcomes too.

5. Conclusion

In this paper, the LR-Wavelet-SVM, LR-Wavelet-KNN and LR-Wavelet-DT methods are pro-
posed. These methods try to control inaccuracy in the DNA microarray datasets to increase classi-
fication accuracy. So LR fuzzy number and WABL are applied. To overcome the curse of dimen-
sionality Wavelet decomposition is used. Each pattern represented by wavelet basis. It can extract
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Method Leukemia | Colon

LS — S VMIlinearkernel(noregularization)[4] 87.39 51.37
kPCARBF + FDA(unsupervisedPC selection)[4] 89.50 75.11
kPCARBF + FDA(supervised PCselection)[4] 92.02 64.07

kPCAlin + FDA(supervisedPCselection)[4] 92.44 76.84
LS — SVMRBFkernel[4] 93.56 81.39

PCA + FDA(supervised PCselection)[4] 93.56 76.84
PCA + FDA(unsupervisedPC selection)[4] 94.40 76.84
kPCAlin + F DA(unsupervised PCselection)[4] 97.40 76.84
Wavelete + SVM[17] 97.33 77.56

LR + Wavelete + SVM 97.79 81.67

Table 6: comparison average accuracy with previous work

localized genes. In addition, detail coefficient can detect the situation of change for classification.
LR-Wavelet-SVM has better result than LR-Wavelet-KNN and LR-Wavelet-DT. so it compares
with other methods. The results show that the proposed method by SVM has a significant perfor-
mance by considering inaccuracy in datasets and dimension reduction. Also, detail coefficients at
the first and second levels are robust to identify the genes DNA of microarray datasets.
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